
  

 

Abstract— Biomedical images are frequently used in articles 

to illustrate medical concepts and highlight regions-of-interests 

(ROIs). In many cases multiple annotation markers such as 

different arrows, letters or symbols overlaid on figures are 

often pointing to different Region-of-Interests (ROIs) relevant 

to the article. This work presents a proof-of-concept based 

comparative evaluation of three popular Deep Learning based 

object detection techniques (Mask R-CNN, YOLOv5, and 

YOLOv7)   to identify such ROIs in a dataset of 450 Chest CT 

images which are appeared in biomedical articles.   The results 

demonstrate that all three DL-based object detection 

techniques achieved high accuracy in recognizing and localizing 

the ROIs in biomedical images, whereas YOLOv7 exhibited the 

highest precision of 92.5%, indicating its ability to accurately 

identify ROIs. 
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I. INTRODUCTION 

Due to the ongoing progress in biomedical domain, a 

wide variety of users, such as patients, researchers, general 

practitioners, and clinicians often use tools to search for 

relevant and actionable information   from biomedical 

literature to their individual needs.  It creates the need of 

literature-based informatics for managing the rapidly 

increasing volume of information in the biomedical domain 

[1]. For example, according to PubMed Central® (PMC), a 

free full-text archive of biomedical and life sciences journal 

literature at the U.S. National Institutes of Health's National 

Library of Medicine (NIH/NLM) alone contains more than 8 

million articles with an average 3-5 figures   as of 2022 [2].  

Authors of biomedical articles often use arrows, pointers, 

and other annotations such as text labels overlaid on figures 

and illustrations in the biomedical articles to highlight 

significant areas as Region-of-Interests (ROIs). These 

annotations are then referenced and correlated with concepts 

in the caption text or figure citations in the article text. The 

pointers/markers are good source of information to locate 

specific visual patterns as ROIs in the image [9]. For 

example, Fig. 1 shows different arrowheads pointing to 
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“honeycomb’ (hexagonal wax cells like structure), a black 

arrow pointing to “cyst” and a white arrow pointing to 

“bronchitis” (diffuse thickening of the airway walls giving 

the appearance of thick lines and rings throughout the lungs) 

patterns in a chest CT image (along with caption at the top) 

as depicted in a biomedical article.   

 

Fig. 1 Example chest CT image with associated caption 

and different arrows/pointers 

 

These annotation markers can assist in extracting relevant 

ROIs (Fig. 2) within the image that are likely to be highly 

relevant to the discussion in the article text.  

 

 
Fig. 2 Example ROIs in the thoracic imaging glossary  

Image regions can then be annotated using biomedical 

concepts from extracted snippets of text in captions that 

might be further identified using existing textual ontologies, 

such as the Unified Medical Language System (UMLS). 

Such a resource could assist in reducing the semantic gap 

problem in image classification and retrieval. However, 

these images are always in low-resolution compared to their 

clinical counterparts, in varying sizes and lightning 

conditions and moreover the dataset is highly imbalanced 

where a few concept categories (patterns) occur more 

frequently compared to other less frequent ones.  

This work presents a proof-of-concept experiment by 

annotating 450 thoracic images of chest images for object 

detection using LabelImg [3] as graphical image annotation 

tool. The images are appeared in biomedical articles, which 

are obtained through a large benchmark collection under 
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ImageCLEFmed [4]. The main objective of this work is to 

evaluate the effectiveness of DL-based object detection 

models in localizing ROIs in such biomedical images. 

II. DL-BASED OBJECT   DETECTION 

For the past several years, DL based algorithms have 

shown great promise in improving the accuracy of object 

detection in recent years [5]. One of the pioneer methods is 

the Region-Based Convolutional Neural Networks (R-

CNNs) first introduced around 2012, which are a family of 

techniques (e.g., Fast R-CNN, Faster R-CNN, Mask R-

CNN) for addressing object localization and recognition 

tasks, which operate in two stages [6]. Mask R-CNN extends 

Faster R-CNN by adding a branch for predicting an object 

mask in parallel with the existing branch for bounding box 

recognition [7]. On the other hand, YOLO (You Only Look 

Once), is a second family of techniques designed for speed 

and real-time use with state-of-the-art accuracy in recent 

years [8,9].  In these techniques, there is no region creation 

and then again processing on top of that, rather there is one 

convolution network that creates boxes and class predictions 

for each box as one stage detector. 

 

III. EXPERIMENTS AND RESULTS 

We evaluated the performance of Mask R-CNN, 

YOLOv5, and YOLOv7 by measuring their accuracy in 

detecting and localizing the annotated markers within the 

Chest CT images. The evaluation metrics used were 

precision, recall, and mean average precision (mAP). 

Additionally, we compared the computational efficiency of 

the techniques to assess their practical variability. 

 

 
Fig. 3 Sample result of ROI detection as ‘ground glass’ 

pattern 

     

The results in Table I demonstrate that all three DL-based 

object detection techniques achieved high accuracies in 

recognizing and localizing (annotation markers) the ROIs in 

biomedical images. YOLOv7 exhibited the highest precision 

of 92.5%, indicating its ability to accurately identify ROIs. 

YOLOv5 and Mask R-CNN also demonstrated respectable 

precision scores of 87.2% and 85.6%, respectively.  In terms 

of recall, Mask R-CNN achieved 87.3%, indicating its 

effectiveness in capturing a high percentage of the annotated 

markers. YOLO v5 and YOLOv7 showed slightly lower 

recall rates of 84.6% and 81.8%, respectively, but still 

performed well in detecting the markers. Fig. 3 shows an 

example image where the ROIs are detected correctly as 

“ground glass” patterns which are pointed by white arrows. 

TABLE I.  ACCURACY COMPARISON OF DIFFERENT DL-BASED OBJECT 

DETECTION METHODS 

Method Precision (%)  

 

Recall (%)  

 

mAP (%)  

 

Mask R-CNN 85.6 81.8 0.83 

YOLOv5  

 

87.2 84.6 0.85 

YOLOv7 

 

92.5 87.3 0.89 

 

    Regarding computational efficiency, YOLOv5 and 

YOLOv7 exhibited faster inference times compared to Mask 

R-CNN. This makes them more suitable for real-time 

applications where speed is crucial, although with a slight 

compromise on precision and recall rates. In conclusion, the 

results of this study demonstrate that DL-based object 

detection techniques, specifically Mask R-CNN, YOLOv5, 

and YOLOv7, can achieve high accuracy in detecting and 

classifying different types of ROIs in low-resolution chest 

CT images as often appeared in biomedical journal articles. 
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