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Abstract— Preterm birth (PTB), the leading cause of infant
death, is mainly predicted by cervical length (CL). But using
CL alone, even medical experts have difficulty predicting PTB.
Therefore, we aimed to identify new predictors of PTB except
CL using eXplainable Artificial Intelligence (XAI). Moreover,
we conducted a comparative study to investigate the impact
of the model’s learning pattern and features according to
the differences in expert guidance and XAI methods on the
same ultrasound images. As a result, we figured out that these
influences may be a hurdle to finding new prediction factors
for preterm birth.

I. INTRODUCTION

Each year, 15 million infants are born prematurely, and
in 2015, nearly 1 million infants died from complications of
preterm birth (PTB)[1]. PTB is delivered before 37 weeks of
pregnancy, and some studies are being conducted to prevent
it[2], [3]. To predict PTB on ultrasound images, cervical
length (CL) is used as a representative measure. The CL
is the length from the internal to the external os of the
uterus, and a shortened CL is associated with an increased
risk of PTB[4]. However, PTB is not caused only by a
short CL, clinicians have struggled to predict it. Therefore,
we aimed to discover new factors that can predict PTB
other than CL on ultrasound images based on AI technology
in this study. To find new PTB predictors, we trained a
deep neural network model using ultrasound images and
used eXplainable Artificial Intelligence (XAI) to interpret
the model’s feature map.

II. METHOD

A. Deep neural network model for Classification

ResNet[5] and DenseNet[6] were used as classification
models. They provided the benefit of preventing image fea-
tures during network training because they had connectivity
between layers. We also selected EfficientNet[7], which has
the squeeze-and-excitation (SE) block. It extracts only the
important information from each channel and figures out how
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Fig. 1. The proposed framework with two parts: 1) feature extraction with
a deep neural network, 2) the interpretation part using an XAI method.

significant each channel is in relation to the others so that
the model can choose the most crucial features.

B. Class Activation Map(CAM)-based methods

We selected explainable approaches based on Class Ac-
tivation MAP (CAM), which are good at localization on a
heatmap. The first method is Gradient Class Activation Map
(GradCAM)[8]. It uses the idea of a gradient to figure out the
weight of model. Secondly, ScoreCAM[9] creates a heatmap,
with the importance determined by the difference between
the baseline and the feature of each channel. The last method
is EigenCAM[10], which uses the first eigen vector obtained
through learned weight matrix. It can generate a heatmap
without changing the network structure or calculating a noisy
gradient.

C. Dataset and Data-Preprocessing

1196 ultrasound images (214 preterm and 982 full-term)
were collected at Hallym University Kangnam Sacred Heart
Hospital (IRB No. 2018-01-026). To consider the influence
of medical expert guidance on ultrasound images, we applied
image processing to data. Accordingly, the first ultrasound
image indicated the cervix’s location with red and blue points
(Tagged), the second showed a marking line without points
(Original), and the third image used generative AI to re-
move all indications (Inpainted). The training and evaluation
dataset was divided at a ratio of 8:2 each. Also, we conducted
data augmentation to solve the issue of data imbalance.



Fig. 2. This shows result of heatmap for Full-Term(F) and Preterm(P) classes on the same ultrasound image according to XAI methods for each
classification model: ResNet(Right), DenseNet(Middle), EfficientNet(Left).

III. RESULT AND DISCUSSION

Fig. 2. shows heatmaps for Full-term and Preterm classes
on the same ultrasound images according to the XAI method
for each classification model. For most of the data, the
heatmap results of GradCAM and ScoreCAM showed sim-
ilar. However, compared to other methods, the heatmap of
EigenCAM was different. In particular, the EigenCAM result
of the EfficientNet tended to differ from the GradCAM and
ScoreCAM. Also, in full-term, the upper part was highlighted
more than the position of the cervical length (CL). In the
preterm, in the tagged image, it was highlighted right above
the CL or at the external os, and it was highlighted on the left
part of the image in the inpainted dataset. In the original, it
was found that the area was clearly different for each model.
These showed that the learning pattern and interpretation of
the model were changed according to the guidance given by
the clinician during the learning stage. This indicated that the
information included in the image may vary depending on the
clinician’s hand-designed marker so the model results might
also appear differently. This might make it more difficult to
discover new preterm predictors.

IV. CONCLUSIONS

In this paper, we compared the results of the trained
model using eXplainable Artificial Intelligence (XAI) for
discovering new preterm predictors. These showed that data
with clinician guidance can impact the model’s ability to train
and the model cannot find the new features. Therefore, when
selecting data to be used for training, it is crucial to examine
image aspects that can be cheated by the model in medical
field. Also, we need to choose an explainable method that
can show reasonable analysis results on medical data.
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